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Summary

Aslightly biased alternative estimator, Jti ofpopulation proportion
ji is proposed, iti Is shown to have smaller mean squar^ error than
the Warner's 191 estimator, jt.Since jii Involves the use of an unknovm
population parameter\lt has. therefore, little gracUcal utlUly. Using an
estimatedvalueof X. In jti, anotheresUmator, n2 has beenproposed for
use In pracUce. The estimator jtjf Is also shovm to have the same
asymptotic mean squared error asni. Anumerical Investigation has also
been undertaken to study tife behaviour^of relaUve efficiency of the
estimator Jti with respect to the estimator n.

Key uxjrds ; Randomized response technique, simple random
sampling, Warner's method, relative efficiency.

Introduction

Consider a population having somesensitive characteristic, say
A. Warner [9) introduced a randomized response technique for
eliciting sensitive information and thus estimating the proportion
PI of the population having the characteristic A. The technique
consists ofusing a device with outcomes-A and not Awith known
probabilities p and p =(1-p) respectively. The respondent observes
the device's outcome which remains unknown to the experimenter
in order to protect the respondent's privacy. The respondent
answers 'yes' if he has the characteristic shown by the device's
outcome and 'no' otherwise. Hence the probability 0 of a yes
response is

0 = pit + p (1- Jt)

Ifm is the total number ofyes answers out ofn responses then
Warner proposed.
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as an estimator ofn, where 6 = Thevariance ofn Is given by

(1.1)

Singh [5] has pointed out that 0 and are not the Maximum
Likelihood Estimators (MLE) of 0 and n respectively.

Fligner et al [2] have compared two randomized response
methods taking into account the protection afifprded to the
respondent. In addition, they pointed out that the estimators, which
previous authors have claimed to be the maximum likelihood
estimators of the population- proportion with the sensitive
characteristic, are in fact not the maximum Ukelihooi sstimators.
Singh [6] lias shown thatTakahasi and Sakesega^"a [8] model can
be used to estimate k, but the model needs modification in order to
obtain tiie M.L.E. Singh [7] has also examined the admissibility
aspect of certain estimators of jr. Certain other recent developments
on randomized response techniques are due to Mangat and Singh
[4], Kuk [3] and Arnab [1 ].

2. An Alternative Estimator

In this section we propose an eiltemative estimator for n. It is

A X0- p

(2.1)

^where constant Xis chosen to minimize the mean square error
of Jii. This mean square error (MSE) is given by

^200^^ 0^- 2kB'

The MSE in (2.2) is minimized for

1 - n0
1 + (n- 1)0

(2.2)

(2.3)
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Hence the resultant minimum MSE of the estimator Jti is
obtained as

12.4)

From (2.4) it is clear that MSE is always less than the variance
of Warner's [9] estimator. The relative efficiency (RE) of Jii with
respect to it is given by

U(n-l)e
n0 (2.5)

3. Alternative Estimator with Estimated value of k

Since k= ^„ is not known in practice, it is. therefore,
1+(n-1) 0 ^

advisable to replace k with its estimated value

£ n 0
l+(n- 1)0 (3.1)

in the estimator jti. This yields us another estimator which can
be used in practical situations. Thus we have

A —A X 0- p
Jto =
^ 2p- 1 (3.2)

where Xis as given in (3.1). Now we prove the following theorem.

Theorem 3.1 Tothe order 0(n"®) the estimators jcj and jig are equally
efficient.

0
Proof. Let e = —- 1, so that

D

2^ 1-0E(e) = 0 and E(£^)-
n D

Then (3.2) may be rewritten as
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0
-1

n

A 1+ n-^(0-'- 1)
Jl2- — -

1+ e-
1+ n-^(9-^- 1)

2p- 1

and the mean square of 112 Is given by

MSE(^)= E (^- nf

1

(2p- If
E

n'' 0''(0-'- 1)
2

1+ n-'(0-'- 1)

0202

l+n-'(0-'- 1)

-P

(3.3)

+ 0(n-=')

(3.4)

If the terms of order 0(n"®) are neglected, then MSE(jc2) can be
approximated by the jflrstexpression which simplifies to MSE(jti)

Asymptotically^the neglected teims tend to zero and the two
estimators jii and :i2 become equally efficient.

A numerical investigation is undertaken to study the behaviour
of the relative efficiency of nii in relation to the Warner's estimator
jt

4. Numerical Rlustration

^ Let us study the relative efficiency of the proposed estimator
with respect to the estimator n for ditferent values of n (close to

zero) and p (close to one). Relative efficiency figures are shown in
the Table.

It is found that the largest gains are obtained for small sample
sizes. Frequently in practice, however, when observations are
expensive, suchsample sizes may be all that are available. Moreover,
as p-»l and n:-»0 simultaneously, then there is rapid increase in the
relative efficiency for the sEimples of small sizes. For example when
p = 0.99 and n = 0.03, the percent relative efficiency figures
corresponding to n = 5, 10 and 50 are 587.61, 343.81 and 148.76
respectively.
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Table. Percentrelative efficiency ofni overn fordlffemetvaluesof n, p and n

r

Sample size (n)
P

5 10 50 100 500

r.

n = 0.6

0.9 114.48 107.24 101.45 100.72 100.14

i0.8 115.71 107.85 101.57 100.78 100.16 .

0.7 117.03 108.52 101.70 100.85 100.17

0.6 118.46 109.23 101.85 100.92 100.18

31 = 0.3

0.9 138.83 119.41 103.88 lpl.94 100.39

0.8 132.63 116.32 103.26 l'pi.63 100.33

0.7 127.26 113.81 102.76 101.38 100.28

0.6 123.48 111.74 102.35 101.17 100.23

Jt = 0.1

1 0.9 119.11 145.56 109.11 104.56 100.91

1
0.8 156.92 128.41 105.69 102.85 100.57

0.7 138.82 119.41 103.88 101.94 100.39

0.6 127.62 113.81 102.76 101.38 100.28

Ji = 0.0138

i 0.9 260.115 180.057 116.011 108.005 101.601

1

V-'
0.8 176.020 138.012 107.603 103.801 100.760

0.7 145.450 122.725 104.545 102.273 100.455

i 0.6 129.657 114.828 102.965 101.482 100.296
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